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Figure 1: Retention times of the same analytes in two different setups. 

Figure adapted from [4].
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Retention time prediction in LC-MS2

Accurate LC retention time (Rt) prediction of analytes is useful

for better identification rates in untargeted MS and limiting

experimental measurements in targeted MS. Rt prediction has

been applied in untargeted MS to differentiate between isobaric

lipids [1], limit the spectrum match search space [2] and score

spectrum matches [3]. However, these predictors are not

universally applied in the data analysis due to differences in

experimental setups. Different experimental setups (columns,

solvents, gradients, stationary phase, etc.) give rise to a

multitude of prediction models that only predict accurate

retention times for a specific experimental setup (Fig. 1).

Currently, retention time (Rt) predictors are specific to experimental setups. Researchers are unable to use the Rt predictions

in their experiments partly due to this inflexibility. Calibration between the setup specific regression models adds the

necessary flexibility and gives more accurate predictions. The model for retention time prediction using calibration allows for

in silico experimental design and better identification of analytes by comparing experimental to predicted retention times.

Calibration between setups adds the necessary flexibility

The key idea presented here is to use calibration curves to

overcome the problem of different experimental setups (Fig. 2)

[5]. First, regression models are fitted to specific experimental

setups and these models are used to make predictions for

analytes from the setup of interest (Layer 1). Predictions from

different setups and experimental measurements from the setup

of interest are used to fit a calibration curve (Layer 2). Finally,

the calibrated predictions are combined using a weighted average

(Layer 3).

Training the retention time predictor using calibrations

Data from 36 different experimental setups were used to fit the Rt

predictor. A total of 151 features were extracted for 8305

metabolites and used to train five distinct machine learning

models per experimental setup. The predictions from the setup

specific models are calibrated using a generalized additive model

(Fig. 3). Finally, a LASSO algorithm is used to train a model that

combines the calibrated predictions from different setups and

machine learning models.

Figure 3: Calibration curve fitted using experimental data from the system 

of interest and  predictions from models trained on different setups

Higher performance with calibration

Performance of the calibration method is evaluated using an

internal comparison between the layers (Fig. 4a) and with a

recently published predictor [1] (Fig. 4b). The internal evaluation

shows that Layer 3 is able to outperform the other layers with a 3%

decrease in error relative to the total elution time. The difference

between layers becomes smaller when the number of initial

training instances increases. The evaluation between the recently

published predictor shows an improvement in the mean absolute

error of more than 25% for the calibration method.

Figure 4: Internal (A) and external (B) performance evaluation using 

cross-validation for the retention time predictor with calibration
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Figure 2: Concept for a retention time predictor that uses calibration. 

The layers illustrate the essential steps taken in the predictor.
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